Abstract — This paper presents a 1 kHz SVM-FOC (Space Vector Modulation with Field Oriented Control) drive system for a PMSM (Permanent Magnet Synchronous Motor), using different control strategies. Such strategies are internal model and frequency response designed PI (Proportional-Integral) controllers and a multivariable MPC (Model Predictive Control) controller using a state-space prediction model. This MPC method becomes interesting for improving the closed-loop speed frequency response, since it results in a cascade-free controller. The performance of each controller was evaluated in a qualitative manner through reference tracking simulations and quantitatively by load torque and speed reference AC sweeps, generating dynamic stiffness curves and Bode diagrams. Results show that the MPC approach is useful for enabling fast dynamic responses with the reduced switching frequency, which reduces the drive system cost and improves its efficiency.
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I. INTRODUCTION

PERMANENT Magnet Synchronous Motors (PMSMs) are a class of AC motors which have the main advantages of high power density, high efficiency and low maintenance cost. However, the use of permanent magnets as passive magnetic flux sources generates a higher production cost in relation to
The drive system for a three-phase PMSM is usually implemented with a three-phase bridge inverter, controlled by Pulse Width Modulation (PWM) or Space Vector Modulation (SVM). One of the most common forms of driving a three phase PMSM with high efficiency is by using Field Oriented Control (FOC), which is based on transforming the measured AC currents into two phase DC currents by means of Park’s transform [2]. With Park’s Transform, the currents are decomposed into direct axis ($i_d$) and quadrature axis currents ($i_q$). The former is mainly responsible for machine magnetic flux and the latter is mainly related to machine electric torque.

Thus, the FOC scheme is applied to control the machine torque and flux. For a surface-mounted PMSM it is sufficient to establish a null reference to $i_d$ current to accomplish the maximum torque per Ampère (MTA) condition. Therefore, FOC is composed by an independent $i_d$ regulator and a cascaded speed and torque control loop. The external speed loop is used to achieve null steady-state error for speed reference tracking and disturbance rejection, generating the reference signal for $i_q$ current. This current is controlled in the internal loop, providing the torque to accelerate the machine and to reject load disturbances. Usually, a Proportional-Integral (PI) controller is employed in each loop. The main advantage of using such methodology is the implementation simplicity of PI controllers and low computational cost. However, cascade control design may be limited in frequency, since the current controllers are limited by the switching frequency and the speed controller is usually designed with a 5-10 times smaller bandwidth than current controller to avoid coupling effects.

One possible solution for improving the speed frequency response in a FOC structure is the use of multivariable control methods. An interesting class of multivariable controllers is Model Predictive Control (MPC). More specifically, in this work, a state space motor model was employed within MPC [3]. The advantages of such technique involve consideration of coupled dynamics, which allows the use of a higher bandwidth in the speed controller design. Thus, for a desired speed bandwidth, it is possible to reduce the switching frequency, comparing to a conventional cascaded PI approach, reducing switching losses. Typically, MPC approaches for motor drives are divided into Finite Control Set (FCS) [4], in which the control actions are switching sequences, directly controlling the inverter switches, and Continuous (or Convex) Control Set (CCS) [4, 5] in which the control actions are represented by continuous values and a modulation technique is used to drive the inverter switches. In this work, a CCS-MPC approach was chosen due to the reduced current total harmonic distortion (THD) caused by this control strategy if compared to FCS-MPC. This low THD occurs since CCS-MPC can be combined with SVM, with a fixed switching frequency. This low current THD reduces the torque ripple and vibrations. Also, CCS-MPC usually presents a lower computational burden than FCS (in unconstrained case, with a high prediction horizon), and can be implemented in the same device as the digital PI, as presented in [5, 6].

The objective of this work is to evaluate both PI and MPC methods for FOC by observing tracking of constant references, frequency responses to sinusoidal references and the dynamic stiffness [7] to the application of load torques. As the MPC approach implements FOC in a multivariable loop (cascade-free controller [8, 9]), it is not necessary to consider the cascade effects, which enables a higher bandwidth for the speed controller. Thus, this approach is useful for implementing a FOC algorithm with a limited switching frequency, since the speed controller does not need to be designed with a frequency margin from the current controller.

A contribution of this work is to present the advantages of using a multivariable MPC strategy in relation to conventional cascaded PI controllers, using a frequency domain analysis. Also, the application of proper frequency domain performance metrics is presented with a didactic approach.

This paper is divided as follows. The motor model is explained in Section II. Section III presents the PI controllers design procedure, while the MPC controller is presented in Section IV. Simulation results are shown in Section V. Concluding remarks are given in Section VI.

II. PMSM MODEL

By means of Park’s transform in the rotor reference frame, the model for a surface mounted PMSM may be given in a state-space form as follows, using $L_e = L - L_m$:

\[
\begin{bmatrix}
\dot{i}_d \\ \dot{i}_q \\ \dot{\omega}_m
\end{bmatrix} = \begin{bmatrix}
\frac{-R}{L_e} & -\omega_r & -k_e \\ \omega_r & \frac{-R}{L_e} & 0 \\ 0 & \frac{1.5k_e}{B_m} & \frac{J}{J}
\end{bmatrix} \begin{bmatrix}
i_d \\ i_q \\ \omega_m
\end{bmatrix} + \begin{bmatrix}1/L_e & 0 \\ 0 & 1/L_e \\ 0 & 0
\end{bmatrix} \begin{bmatrix}v_d \\ v_q
\end{bmatrix}
\]

(1)

\[
\omega_r = \frac{P}{2} \omega_m
\]

(2)

in which $\omega_m$ is the rotor mechanical speed, $\omega_r$ is the rotor electrical speed, $P$ is the number of poles, $B_m$ is a viscous friction coefficient, $J$ is the rotating parts total inertia, $R$ is the stator phase resistance, $L$ is the stator phase inductance, $L_m$ is the stator mutual inductance, $v_d$ is the stator $d$-axis input voltage, $v_q$ is the stator $q$-axis input voltage and $k_e$ is the PMSM torque and back-EMF coefficient. The electromagnetic torque, calculated with $dq$ variables for a surface mounted sinusoidal PMSM with no salient poles, is given by:

\[
T_e = 1.5k_e i_q
\]

(3)

Using $\theta_e$ as the rotor electrical position, Park’s transform is applied for a generic set of variables $F$ by [10]:

\[
F_{dq} = \begin{bmatrix}2 \sin(\theta_e) & 2 \sin(\theta_e - \frac{2\pi}{3}) & 2 \sin(\theta_e + \frac{2\pi}{3}) \\ 2 \cos(\theta_e) & 2 \cos(\theta_e - \frac{2\pi}{3}) & 2 \cos(\theta_e + \frac{2\pi}{3})\end{bmatrix} F_{abc}
\]

(4)
where $F_{dq} = [f_a \ f_q]^T$ and $F_{abc} = [f_a \ f_b \ f_c]^T$. The utilized motor parameters are presented in Table I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>15.5</td>
<td>Ω</td>
</tr>
<tr>
<td>$L$</td>
<td>76m</td>
<td>H</td>
</tr>
<tr>
<td>$L_p$</td>
<td>38m</td>
<td>H</td>
</tr>
<tr>
<td>$J$</td>
<td>0.1566</td>
<td>Kg m²</td>
</tr>
<tr>
<td>$B_m$</td>
<td>0.98m</td>
<td>N m s rad⁻¹</td>
</tr>
<tr>
<td>$P$</td>
<td>48 (24 pairs)</td>
<td>-</td>
</tr>
<tr>
<td>$k_e$</td>
<td>5.6</td>
<td>N m A⁻¹</td>
</tr>
<tr>
<td>$T_i$</td>
<td>20</td>
<td>N m</td>
</tr>
</tbody>
</table>

* stands for milli and m for meter.

### III. PI Controllers Design

A block diagram for FOC using PI controllers is shown in Figure 1. The speed controller, PIₚₗ, generates the reference for $i_q$. The output of PIₚₗ is the $q$-axis voltage, $v_q$. These two controllers compose the cascaded control loop in a PI-based FOC. A third controller, PIₚₐ, is used to track the reference for $i_d$, producing the direct axis voltage $v_d$. To achieve a MTPA condition, the reference for $i_d$ is set to zero. The SVM block is used to perform modulation, driving a three-phase bridge inverter, producing three-phase switched voltage inputs for the PMSM. Rotor electrical position, $\theta_e$, is provided to the SVM block. Feedback for the current control loops is provided through Park’s transform.

![Diagram](image)

**Fig. 1.** FOC using PI controllers. The area delimited by the dashed rectangle indicates the use of cascaded control.

The design of the tested PI controllers was performed with the aid of Internal Model Control (IMC) methodology, which consists in combining the inverse model of the plant, a filter and a reference model. By designing the IMC control structure, it is possible to obtain an equivalent conventional controller. For a stable and minimum-phase plant model, it is possible to design a controller such that the closed-loop transfer function is equal to the employed filter transfer function. Such design procedure is given as follows [11]:

- Define a representative transfer function model for the plant, given by $G_c(s)$;
- Specify the closed-loop bandwidth $\omega_c$;
- Design a filter $f(s) = \frac{1}{s^m + 1}$, with $n$ equal to the plant order;
- Make $q(s) = \frac{f(s)}{G_c(s)}$;
- Obtain the controller $c(s) = \frac{q(s)}{1-G_c(s)q(s)}$;
- Obtain an equivalent discretized controller for digital implementation.

If the plant is represented by a first order model, this procedure leads to a PI controller:

$$c(s) = K_p + \frac{K_i}{s} \tag{5}$$

The transfer function models for $\omega_m$, $i_q$ and $i_d$, as functions of $i_q$, $v_q$ and $v_d$, respectively, are given below, neglecting the coupling between variables and nonlinearities given by the state space model in (1):

$$\frac{\omega_m(s)}{i_q(s)} = \frac{1.5k_e}{s + B_m} \tag{6}$$

$$\frac{i_q(s)}{v_q(s)} = \frac{i_d(s)}{v_d(s)} = \frac{1}{sL_e + R} \tag{7}$$

With this methodology, the obtained controller transfer functions $c_o(s)$ and $c_i(s)$ for speed and current, respectively, are:

$$c_o(s) = \omega_o \frac{s + B_m}{1.5k_e s} \tag{8}$$

$$c_i(s) = \omega_i \frac{sL_e + R}{s} \tag{9}$$

Using a switching frequency of 1 kHz, the current bandwidth $\omega_i$ was set to 628 rad/s, or 100 Hz. The speed loop bandwidth $\omega_o$ was set to 62.8 rad/s, or 10 Hz, to ensure a reasonable decoupling between the controllers.

Regarding the speed controller, using the controller zero $\omega_z = B_m/\omega_i$ to cancel the speed pole leads to a very small integrative gain, $K_i = \omega_z B_m/(1.5k_e)$. Without any load, this condition does not cause convergence problems. However, when a load torque is applied to motor axis, the closed-loop settling time becomes very high. Due to this, the frequency of the speed controllers zero, $\omega_z$, was set at higher frequencies than the speed pole. Using higher values than $\omega_z = 6000 B_m/\omega_i$ resulted in highly oscillatory responses, while values smaller than $\omega_z = 300 B_m/\omega_i$ resulted in slow convergence for motor speed.

Two different tunings for the speed PI and the current loop PI tuning are shown in Table II. We refer to PI-1 as the controllers set composed by PI-iₚ and PI-d (the same tuning is used for $i_q$ and $i_d$) and PI-2 as the controllers set composed by PI-i₂ and PI-I (the same current loop, PI-I, was used with both PI-i₁ and PI-iₚ).
A test of reference tracking and step load rejection was performed for each PI controller set. Figure 2 shows the results for PI-1 while Figure 3 shows the results for PI-2. As it can be observed, in both cases the controllers were able to regulate $i_d$ current to zero. PI-1 presented a much faster speed response, but with greater control peaks and oscillations in the application of loads at 1 s (20 Nm) and 2 s (30 Nm).

### IV. MPC CONTROLLER

MPC is a family of digital controllers which operate based on the optimization of the future behavior of the control loop over a given horizon of $N$ samples by using a prediction model [12]. By defining a cost function, an optimization method is used in MPC to find the sequence of $M$ variations in the control actions which minimizes the referred cost function. MPC has the advantages of handling multivariable coupled plants and solving optimization problems with constraints [3].

With a multivariable approach, FOC using MPC is implemented as shown in Figure 4. The controller block receives feedback of $\omega_m$, $i_q$ and $i_d$. Then, using the prediction model and the references for $\omega_m$ and $i_d$, control actions $v_d$ and $v_q$ are generated through an optimization method. Depending on the employed MPC approach, integrators might be included in the MPC block.

In the following, an overview of the steps to implement the state space MPC strategy is given. For more detailed information, the reader is referred to [3, 13].

In this work, the employed prediction model was obtained from a discrete state space model, obtained by discretization of the continuous state space model in (1). The discretized state space model for the PMSM is given by:

$$x(k+1) = A_D x(k) + B_D u_D(k)$$

$$y_D(k) = C_D x_D(k)$$

The variables in such model are defined as: $x_D(k) = [i_d(k) \ i_q(k) \ \omega_m(k)]^T$, $y_D(k) = [i_d(k) \ \omega_m(k)]^T$, $u_D(k) = [v_d(k) \ v_q(k)]^T$, $A_D = I + T_S A_c$ and $B_D = T_S B_c$, where $T_S = 1 \text{ms}$ and $A_c$ and $B_c$ are the continuous state space matrices given in (1).

For including an integrative characteristic to the control loop, the prediction model is augmented to:

$$x(k+1) = A x(k) + B \Delta u(k)$$
\[ y(k) = Cx(k) \quad (13) \]

with

\[
A = \begin{bmatrix} A_D & 0 \\ C_D A_D & I \end{bmatrix}, \quad B = \begin{bmatrix} B_D & \vdots \\ C_D B_D & \vdots \end{bmatrix}, \quad C = [0_{2\times 3} \ 1_{2\times 2}] \quad (14)
\]

using \( y(k) = [i_d(k) \ \omega_m(k)]^T \) as output. The state vector is \( x(k) = [\Delta i_d(k) \ \Delta i_q(k) \ \Delta \omega_m(k) \ i_d(k) \ \omega_m(k)]^T \) and the input vector is \( \Delta u(k) = [\Delta v_d(k) \ \Delta v_q(k)]^T \). The operator \( \Delta \) denotes the variation of a given variable between two sampling periods: \( \Delta f(k) = f(k) - f(k-1) \) for a generic variable \( f(k) \).

Weighting matrices are defined for the predicted inputs and outputs as \( A \) and \( \Gamma \), respectively, by:

\[
A = \begin{bmatrix} \lambda_{0\omega} & 0 \\ 0 & \lambda_{id} \end{bmatrix}, \quad \Gamma = \begin{bmatrix} y_{id} & 0 \\ 0 & y_{eq} \end{bmatrix} \quad (15)
\]

where \( \lambda_{0\omega} \) and \( \lambda_{id} \) are the speed and current predicted errors weights, respectively, and \( y_{id} \) and \( y_{eq} \) are the input efforts cost weights for \( v_d \) and \( v_q \), respectively. Using such weighting matrices, a cost function which consists in a compromise between control efforts and reference tracking can be defined as:

\[
J_{cost}(k) = \sum_{j=1}^{N} [y_{error}(k+j|k)]^T A [y_{error}(k+j|k)] + \sum_{j=1}^{M} [\Delta u(k+j-1|k)]^T \Gamma [\Delta u(k+j-1|k)] \quad (16)
\]

in which \( f(k+j|k) \) stands for the prediction for variable \( f \) at time \( k+j \), considering the available information at time \( k \), and \( y_{error}(k+j|k) = y(k+j|k) - y_{ref}(k+j) \), where \( y_{ref}(k) \) is the output reference. In this work, both \( y(k+j|k) \) and \( y_{ref}(k+j) \) are 2-dimensional vectors, as there are two outputs in the considered PMSM control system.

It is possible to rewrite the cost function in a vector form, by augmenting the weight matrices to \( \tilde{A} \) and \( \Gamma \) to fit the prediction (\( N \)) and control (\( M \)) horizons, respectively, as [13]:

\[
\tilde{A} = \begin{bmatrix} A & 0_{2\times 2} & \cdots & 0_{2\times 2} \\ 0_{2\times 2} & A & \cdots & 0_{2\times 2} \\ \vdots & \vdots & \ddots & \vdots \\ 0_{2\times 2} & 0_{2\times 2} & \cdots & A \end{bmatrix}, \quad \Gamma = \begin{bmatrix} \Gamma & 0_{2\times 2} & \cdots & 0_{2\times 2} \\ 0_{2\times 2} & \Gamma & \cdots & 0_{2\times 2} \\ \vdots & \vdots & \ddots & \vdots \\ 0_{2\times 2} & 0_{2\times 2} & \cdots & \Gamma \end{bmatrix} \quad (17, 18)
\]

Also, by using the prediction model for \( N \) steps prediction in a vector form, in the unconstrained MPC case, it is possible to obtain an expression for the optimal control increment sequence:

\[
\Delta U^* = (H^T \tilde{A} + \Gamma)^{-1} H^T \tilde{A} [Y_{ref} - \Phi x(k)] \quad (19)
\]

with the \( N \) future reference samples contained in \( Y_{ref} \).

Finally, at each sampling instant, \( \Delta U^* \) is calculated and the first increment of such sequence is applied to the control actions, using the receding horizon strategy [3]. Such strategy is used to allow the controller to update the control actions at each sampling instant, for handling disturbances and errors between the prediction model and the real plant.

The controller parameters were set with \( N = 8, M = 2, \lambda_{0\omega} = 0.1, \lambda_{id} = 1, y_{id} = 0.5/200^2 \) and \( y_{eq} = 0.5/200^2 \). The horizons were set in a manner that the resulting computational time was at most 0.1 ms (10% of the sampling period) in computer simulation. As the use of a larger control horizon \( M \) did not generate significant improvements, the prediction horizon was increased to \( N = 8 \), with \( M = 2 \), to achieve the designed computational load. The embedded application can perform a better computational time than the obtained in the simulation [5], which implies a feasible horizon choice. The weighting matrix \( A \) was set in a manner that speed and current objectives had similar importance, considering that numeric value of the nominal speed is higher than the expected current error values. This was a guided empirical tuning. However, a normalization procedure could also have been done to achieve the same result. The control action weights were set equally, so both speed and current objectives could be fairly considered. A normalizing weight of \( 200^2 \) was firstly set, considering a nominal voltage of 200 V, and a coefficient of 0.5 was applied to achieve fast responses without generating higher voltage peaks than the utilized PI controllers.

A test was performed to evaluate the constant reference tracking and load rejection of MPC with SVM. Figure 5 shows the resulting speed, currents and voltages for the MPC controller. Comparing to PI-1, the obtained reference tracking dynamics was similar. The speed oscillations when load torque steps were applied were, however, smaller for MPC, with also lower current and voltage peaks.

V. FREQUENCY RESPONSE RESULTS

In this section, the results involving frequency responses are presented. Control saturation was handled with an anti-windup strategy for the PI controllers. The utilized MPC methodology is unconstrained and based on control increments, without integrating errors. Thus, simple saturators were used for MPC. In all simulations, a limit of ±200 V was applied to both input voltages \( v_d \) and \( v_q \).
A. Dynamic stiffness

Dynamic stiffness is defined as the amplitude of a disturbance, in a given frequency, which produces an output response with unitary amplitude in a dynamic system [7]. In the case of an electric motor, it is interesting to observe the effects of a load torque, as a disturbance, and the resulting closed-loop speed oscillation, as the response.

To perform the dynamic stiffness measurement, the controllers PI-1, PI-2 and MPC were tested by varying the frequency of a sinusoidal load torque of amplitude 5 Nm. Such disturbance was applied over an operational speed point of \(\omega_m = 10\) rad/s and 20 Nm of constant load torque. Figure 6 shows the result of one of the tests performed with PI-1, with a 10 Hz torque disturbance.

The speed output for the same test using MPC is shown in Figure 7. MPC rejected the disturbance with more attenuation than PI-1 at 10 Hz, due to its higher speed bandwidth. The objective of such comparison is to show that a cascade free control loop is able to better attenuate low frequency AC disturbances using the same switching frequency than the PI-based cascaded control strategy, which was designed to achieve the highest closed-loop bandwidth while respecting a bandwidth limit due to the switching frequency for the current loop and a decoupling limit for the speed loop. The dynamic stiffness is then calculated as the amplitude of the disturbance divided by the amplitude of the speed response oscillation. Collecting simulation data from 2 Hz up to 200 Hz of disturbance, a dynamic stiffness plot was created, considering the three tested controllers. The resulting plot is shown on Figure 8. It is possible to observe that, at low frequencies, in which the controller is the main responsible for the stiffness, MPC presented the best result, while PI-1 over-performed PI-2. At medium frequencies (from 30 Hz to 100 Hz), the PI controllers presented a slightly greater stiffness than MPC and, as the frequency increases, all controllers result in the same stiffness. This occurs because at high frequencies the controllers do not have enough bandwidth to reject the disturbance, but the motor inertia attenuates the oscillations, which has the same effect for the three control loops.
Fig. 8. Dynamic stiffness using MPC and both PIs:

B. AC reference sweep

The frequency analysis was also performed using sinusoidal speed reference signals over the same operational point as in the stiffness test. In this analysis, the MPC controller was tested in two conditions. The first, MPC-1 users a vector $\gamma_{ref}$ with all elements equal to the instant reference. In the second, MPC-2, the future reference within the prediction was informed to the controller. Figure 9 shows an AC reference sweep for MPC-1 at 10Hz, over an operating speed $\omega_m = 5$ rad/s, while Figure 10 presents the same procedure for PI-1.

Fig. 9. AC reference sweep procedure with MPC-1 at 15 Hz.

It can be observed that $i_d$ was regulated to zero in both approaches. The obtained speed with MPC-1 presented a practically unitary gain, while with PI-1 the speed was amplified in relation to the reference. Using a higher operating point than $\omega_m = 5$ rad/s for the AC reference sweep caused instability problems between 10 Hz and 25 Hz with PI-1 due to control saturation.

The resulting Bode diagram for the four tested controllers, PI-1, PI-2, MPC-1 and MPC-2, is presented in Figures 11 and 12. Firstly, it can be observed that the MPC controllers presented a larger bandwidth than the PIs. Secondly, PI-1 started with a higher gain than PI-2, presenting a maximum value of approximately 7.88 dB. For frequencies higher than 30 Hz, PI-1 and PI-2 presented very similar responses. This means that at such frequencies the proportional gain, that is the same in both PI-1 and PI-2, is the main actuating component.
Observing the phase plot, it is possible to conclude that the reference anticipation resulted in a significantly phase delay reduction for MPC-2, when compared to MPC-1. PI-1 and PI-2 presented similar characteristics, starting at nearly 0, moving towards \(-180^\circ\). It is interesting to notice that MPC-2 had a positive slope in phase starting from 50 Hz. However, at higher frequencies, the attenuation of MPC-2 was almost total.

VI. CONCLUSION

In this work, two control approaches were tested for a PMSM SVM-FOC drive with a relatively low switching frequency of 1 kHz. A low frequency modulation enhances the results obtained with MPC, since the PI cascade controllers need to be designed with decoupling frequency margins. The results with the PI controllers, however, are satisfactory, since they are very simple controllers with a smaller computational cost than MPC. The MPC controller, by its turn, presented a more significant stiffness curve for low frequency disturbances and larger bandwidth than the PIs. With a low switching frequency the commutation losses and the cost of inverter compounds are lower, and the MPC can be applied to better explore this condition.

With the present study, the most significant performance improvement by using MPC in relation to PI control is the better disturbance attenuation and trajectory tracking for low frequencies. This is important in a range of applications, since PMSMs are widely used in home appliances, such as washing machines, in which the motor is subject to low frequency mechanical disturbances.
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